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Summary 
The Structural Identification approach is used to identify and localize the existence of damage for a steel 

frame. The black box linear parametric model called Auto-Regressive Moving Average with eXternal input 
(ARMAX) was utilized for the construction of the Frequency Response Functions, based on simulation 
results. The Singular Value Decomposition method was adopted to identify how many significant eigenvalues 
exist and plot the Complex Mode Indicator Function for the complete frame. Three damage indices were 
adopted to evaluate the state of damage in the frame. The results indicated that the ARMAX is a robust 
scheme for structural damage detection. 
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1. INTRODUCTION 
 

The Finite-Element (FE) and the experimental 
modal analysis methods have been intensively used 
for a long time as a tool for the weakness assessment 
and rehabilitation for civil engineering structures. 
However, it has been increasingly recognized that a 
FE model developed from design drawings, has 
many probable error sources like: discretization, 
geometric, numerical computation, shape function, 
geometry of various finite elements, insufficient 
representation of structural systems, boundary and 
continuity conditions, and material properties and 
their variations [36]. Moreover, the ever-growing 
complexity of structures and the use of new 
construction materials impose more limitations on 
the finite-element model's accuracy. Many examples 
showed that the difference between the simulated 
and measured responses may be reach up to 500% 
and 100% for local and global responses 
respectively, because the refined finite-element 
model of a structure is still affected by the 
approximation and finite-element assumptions [10]. 
Furthermore, owing to the cost considerations, there 
is an urgent need for sufficient and reliable methods 
for evaluating the real conditions of aged 
infrastructures in order to take the optimal decisions 
concerning their rehabilitation, and thus, the need for 
Test-validated finite-element models is crucial in 
order to secure the required performance and 
reliability [36, 2]. 

Moreover, the general trend in civil engineering 
nowadays is to evolve from specification-based to 
performance-based engineering due to many 

reasons, such as the extreme loading events like 
earthquakes, hurricanes, and floods, which call for a 
continuous improvement of design methods and 
procedures [1]. Comprehensive information about 
the early start of structural identification and the first 
contributions until 1971 were presented by [4], who 
discussed thoroughly the methods for identification 
of linear, non-linear systems and real time 
identification methods. One of the important 
contributions of system identification was done by 
[18], who firstly, introduced the concept to the 
engineering mechanics' researchers and then 
introduced it to structural engineers by presenting 
and formulating the problem of system 
identification. Furthermore, they proposed the 
probable application of different testing procedures 
and the potential practical implementation of system 
identification method for damage detection [23]. 
According to [10], system identification can be 
utilized to fulfill different investigation goals, for 
instance: (1) design verification and construction 
planning, (2) means of measurement-based delivery 
of a design-build contract, (3) document as-is 
structural characteristics to serve as a baseline for 
assessing any future changes, (4) Load-capacity 
rating for inventory or special permits, (5) evaluate 
possible performance deficiency's causes, (6) 
evaluate reliability and vulnerability, (7) designing 
structural modification and retrofit or hardening, (8) 
health and performance monitoring, (9) asset 
management based on benefit/cost, and (10) to help 
the civil engineers for better understanding of how 
actual structural systems are loaded. 
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Nowadays, applications of system identification 
in civil engineering are widely spread, especially in 
the field of damage detection, while the overall aim 
of this article is to utilize the black box linear 
parametric model called Auto-Regressive Moving 
Average with eXternal input ARMAX model for 
damage identification and localization. The 
importance of the ARMAX models employed in the 
current study and in comparison with the ARMA 
models utilized so far in the related literature, comes 
from the following facts: 1) the ARMAX model 
structure involves disturbance dynamics and have 
more flexibility in the handling of disturbance 
modeling than the other parametric stochastic time 
series models because they offer to model 
deterministic and stochastic parts of the system 
independently, 2) they are helpful when the 
dominating disturbances enter early in the process 
(for instance, at the input), 3) the ARMAX model 
structure relies not only on the present value of the 
input and output, but the history of both, abd 4) it 
introduces several different variants and techniques 
available to handle a variety of cases [33, 34]. Thus, 
the contribution of this article is to assist in a better 
understanding of the potentials of using ARMAX 
modelling, while proposing a novel strategy by 
combing this approach with the utilization of the 
SVD and the CMIF curves based techniques in the 
damage detection of structures, and thus clarifying 
to what extent damages in a multi-story steel 
building can be identified by evaluating the changes 
in the modal parameters. The novel proposed 
methodology, for evaluating the damage detection, 
is based on the following procedures: a) 
implementing an ARMAX model for predicting the 
Frequency Response Functions (FRF), b) 
constructing the mobility matrix (H) from the 
predicted FRF and utilizing them for damage 
identification and localization. 

For instance, Mitsuru et al. demonstrated the 
efficiency of using a neural network-based approach 
to detect damage in a steel building in Japan [32]. 
Capecchi & Vestroni studied the monitoring of 
structural systems by using frequency data and 
clarify when it is enough to measure natural 
frequencies only or natural frequencies and modal 
shapes to detect damage [8, 47] outlined a statistical 
method with combined uncertain frequency and 
mode shape data for structural damage 
identification, and their experimental tests proved 
the efficiency of this method to detect damage 
existence. Li et al. [22] utilized empirical mode 
decomposition and wavelet analysis for damage 
detection of a 4-storey shear building model. da 
Silva et al. [13] used fuzzy clustering method for 
classification of structural damage. Valuable 
information about system identification and its 
applications in damage detection are presented by 
Nagarajaiah. Furthermore, Nagarajaiah and 
coworkers developed a new interaction matrix 
formulation and input error formulation to detect the 
presence of damage in the structural member up to 

level 4 (discover the extent of damage) [32]. Hilbert-
Huang transform was used to detect damage in 
benchmark buildings [44] and for experimental 
identification of bridge health, under ambient 
vibrations [24, 25]. 

Additionally, [21] estimated only the modal 
parameters using ARMAX models. Vector ARMA 
models were utilized by Andersen [3] for 
identification of civil engineering structures. Bodeux 
and Golinval [6] used the Auto-Regressive Moving 
Average Vector (ARMAV) model for system 
identification and damage detection of buildings. 
[48] proposed a substructure approach based on 
ARMAX model that permits for the local damage 
detection of a shear structure. Minami et al. [29] 
utilized an ARX model for system identification of 
super high-rise buildings using limited vibrations 
data. [28] implemented the recursive stochastic 
subspace identification method to identify the time-
varying dynamic properties of the mid-story 
isolation building by utilizing ambient vibration test 
data, while the recursive subspace identification 
method was used for the same purpose by utilizing 
the earthquake response data. 

Kampas and Makris [20] applied the Parameter 
Estimating Method (PEM) to identify the modal 
characteristics (damping and frequency) of a bridge, 
compared the results with the previous studies, and 
concluded that the linear models are able to fit the 
measured responses. Furthermore, a comprehensive 
overview of the system identification principles, 
recent developments and typical case studies for 
successful applications of system identification to 
constructed buildings around the world are well 
documented in [10]. 

Despite the enormous developments in 
parametric model's identification methods, their 
relative merits and performance as correlated to the 
vibrating structures are still incomplete. The reason 
for this limited knowledge is due to the lack of 
comparative studies under various test conditions 
[37] and the lack of extended applications of these 
methods with real life data. In the present work, the 
Structural Identification approach is used to identify 
the existence of damage and damage locations for a 
bench mark steel building's frame. The ARMAX 
modeling was utilized for the construction of FRF 
based on simulation results. Abaqus 6.12 finite-
element software was utilized to perform the time 
history analysis for the case under study and the 
obtained responses at 110 different locations 
(assumed as a sensors) correspond to the ends of 
columns and mid of beams were further processed 
by the parametric models to obtain the building's 
FRFs based on the Abaqus analysis results (assumed 
as measurements). 

The damage in the frame was simulated by 
reducing the modulus of elasticity (E) for specific 
columns by 75% of the undamaged ones. Two 
damage scenarios were assumed for damages in the 
frame. Damage scenario no.1 consist of increasingly 
destroying the columns of the ground floor, while 
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for the damage scenario no.2, the damage locations 
were changed by destroying column no.1 in a floor, 
and this was repeated for five stories. The efficiency 
of the estimated models and their suitability for 
describing the dynamical behaviour of the frame 
were proved. Then, the magnitudes' part, which 
represents the Frequency Response Function (FRF) 
were utilized to construct the mobility matrix (H), 
while the phases' part were used to plot the modes 
shapes of the frame. Due to the rectangular shape of 
(H), the singular value decomposition (SVD) 
method was adopted to identify how many 
significant eigenvalues exist and plot the Complex 
Mode Indicator Function (CMIF) for the complete 
frame. Three damage indices were adopted to 
evaluate the state of damage in the frame, namely: 
frequency, modal damping, and Modes Shapes. 

Overall, this article is structured as it follows. 
Section 2 outlines the article's methodology, while in 
Section 3, a numerical example was provided to 
demonstrate the application of the ARMAX model 
for damage detection. Finally, the conclusions were 
drawn in Section 4. 
 
2. METHODOLOGY 
 

There are a lot of categories of damage detection 
methods, according to the technique utilized to 
identify the damage from the measured data. 
Valuable information about damage detection 
methods, their levels, and damage indicators are 
available in references [32, 8, 16; 39, 43; 30; 7; 46; 
49; 45]. Frequency's changes method will be 
adopted in the current paper, since shifts in natural 
frequencies were widely used to detect damage in 
structures. This method mainly depends on the 
concept that variations in the structural properties 
will result in alterations in the vibration frequencies 
and amplitudes. In spite of the significant practical 
limitations of this method [16, 43], it has been 
utilized by many researchers to detect damage, 
especially in applications where the frequency shifts 
can be measured very precisely or there is an 
expectation of large levels of damage, and thus in 
the current approach, it was assumed that these two 
conditions were applicable in the current research 
effort. Figure 1 depicts the overall methodology 
proposed throughout this article for damage 
identification and localization. 

First of all, a n-story shear frame is simulated, in 
the following scenarios and cases: 

sjS  with nssj ,....,1=  
where Ssj represents the damage scenario and sn is 
the number of damage scenarios considered. 

mcj ccjS ,....,1, =  
where Ccj is the damage cases and cm represents the 
number of damage cases considered for each of 
damage scenarios. Moreover, u(t) is the excitation, 
y(t)i , i=1,....,k is the response of the building at the 
ki location, where y(t)i represents the output and k is 
the total number of measurement points.  

Then, the responses of the frame (assumed as 
measurements), due to each one of the damage 
cases, will be utilized to obtain the transfer functions 
of the frame by the ARMAX parametric model, 
while considering the frame as a linear system for all 
the measurement points (sensors), as it will be 
presented in the following subsection. 

 
Fig. 1. Proposed damage diagnosis scheme 

 
2.1. ARMAX model structure and estimation 

A typical dynamic system is presented at Figure 
2, subjected to input u(t) and the response of the 
system to be described by the output y(t), which is 
affected by the disturbance v(t). It is worth 
mentioning that the disturbance cannot be controlled 
and even the input may be unknown and 
uncontrollable in some kind of systems. 

 
Fig. 2. A dynamic system with input u(t), output y(t) 

and disturbance v(t) 
 

According to whether the excitation of the 
structural system is measured or not, and the 
excitation type (stationary, impulse or step), the 
parametric model structures can be divided into two 
main categories [3]: a) model structures for 
stochastic input, and b) model structures for 
deterministic input. Eq. 1 below denotes the general 
input/output model structure for modeling of linear 
and time-invariant dynamic systems, excited by a 
deterministic input: 
 y(t)=G(q)u(t)+H(q)e(t)  (1) 
where G(q) and H(q) are the transfer functions of the 
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deterministic part and the stochastic part  
respectively, u(t) represents the input signal, y(t) is 
the output signal and e(t) is the white noise (equation 
error). The parameters in the transfer function in Eq. 
(1) are determined during the system identification 
process. The vector θ is usually utilized to designate 
these parameters and the system description given in 
Eq. (1) can be rewritten in the following form: 
 y(t)=G(q, θ)u(t)+H(q,θ)e(t)  (2) 

The Auto-Regressive Moving Average with  
Xternal input ARMAX model is one of many 
different  approaches that are available to solve Eq. 
(2) in terms of θ as presented in the sequel. The 
ARMAX model used in this study is a Single Input 
Single Output (SISO) ARMAXmodel, since only 
one source of excitation is used to excite the 
structure. Generally, the simple relation between the 
input and output is provided by the following linear 
difference equation: 

y(t)+a1y(t-1)+... +anay(t-na)=b1u(t-1)+ 
 +...bnbu(t-nb)+e(t)  (3) 
Clearly, Eq.(3) has limited capability in defining the 
disturbance term since it describes the white noise as 
a discrete error. The ARMAX models overcome this 
problem by defining the error as a Moving Average 
(MA) of white noise as presented in Eq.(4): 

y(t)+a1y(t-1)+...+anay(t-na)=b1u(t-1)+...+ 
+bnbu(t-nb)+e(t)+c1e(t-1)+...+cnce(-nc)  (4) 

The vector θ of adjustable parameters can be now 
formulated in the following form: 
 θ=[a1 ... ana b1 ... bnb c1 ... cnc ]T 
while q in an equivalent polynomial form can be 
denoted as: 
 A(q)y(t)=B(q)u(t)+C(q)e(t)  (5) 
with the following polynomial definitions: 
A(q)=1+a1q-1+...+ anaq-na , B(q)=b1q-1+...+ bnbq-nb, 
C(q)=1+c1q-1+...+ cncq-nc 
 
and na, nb, nc are the maximum orders of the 
corresponding polynomial, which are usually 
determined by an extended trial-and-error process. 
In Eq.(5), the Moving Average (MA) part is given 
by C(q)e(t). while, Eq. (5) is equivalent to Eq. (2) 
with 
 G(q, θ)=(B(q))/(A(q)), H(q, θ)=(C(q))/(A(q)) 

There are several optimization methods available 
to obtain the optimal estimate of θ by minimizing 
the disturbance. More details about these methods 
and their full derivations can be found in [26, 42, 40, 
41]. In this work, Gauss-Newton method has been 
utilized to optimize the mean square value of the 
prediction error when searching for the optimal 
ARMAX-model. This searching process is iterative 
and might converge to a local minimum rather than a 
global minimum. For this reason, the validation of 
the estimated model is crucial, and it is allowed to 
use the estimated model if it passed the validation 
test. By determining the coefficients of the vector θ, 
the transfer function of the building will be known, 
and thus the modal parameters of the system will be 
derived directly from the coefficients. 

In this study, the correctness of the estimated 
models will be validated using the Matlab's best-fit 
method, according to the following equation [26], 
which provides an indication about the estimated 
model's efficiency to represent the main system 
dynamics (in time domain) and whether the linear 
simulation is appropriate. 

 
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

−
−

−∗=
)()(
)()(

1100
tyty
tyty

Fit h  

In this equation, y(t) represents the real output,  
)(ty  is the sample mean, and y(t)h represents the 

output obtained from the identified model. In the 
sequel, the magnitudes and phases of each one of the 
estimated transfer functions of the ARMAX models 
will be extracted. 
Mag(i) , i=1,....,k 
Phz(i) , i=1,....,k 
where Mag(i) represents the magnitude part for each 
measurement point, Phz(i) is the phase part for each 
measurement point, and k is the total number of 
measurement points. The magnitudes' part, which 
represents the FRF will be utilized to construct the 
measurements' matrix, i.e. mobility matrix (Hmag), 
while the phases' part will be used to plot the mode 
shapes (PHZ) of the frame as shown in the sequel: 
Hmag(nf ;nmf ) = [Mag(1;1) ⋅⋅⋅ Mag(1;nmf) ⋅⋅⋅ Mag(nf ;1) ⋅⋅⋅  
Mag(nf ;nmf )] 
PHZ(nf ;nmf ) = [phz(1;1) ⋅⋅⋅ phz(1;nmf) ⋅⋅⋅ phz(nf ;1) ⋅⋅⋅  
phz(nf ;nmf )] 
where nf is the numbers of floors, and nmf is the 
number of measurement points per floor. For 
instance, in the case study given in Section 3, each 
one of the element Mag, in the above mentioned 
equation, contains one FRF column vector of length 
100 (as it resulted from the FRF estimation process). 
Hmag includes the FRF columns vectors, 
corresponding to all the measurement points in each 
floor (11 measurement points) and for all the 
buildings floors starting from the zero level to the 
10th level (11 levels), and thus the total dimension 
of Hmag is (100,121). The same thing is applicable 
for the PHZ equation. Since there are unique 
responses for each measurement location and single 
excitation, H will have a rectangular shape, thus the 
SVD method was adopted to identify how many 
significant eigenvalues exist and plot the CMIF 
curve for the frame [5]: 
CM=SVD(H) 
where CM denotes the CMIF curve. The basic 
assumption for all the Single Degree Of Freedom 
(SDOF) methods for modal analysis is that at the 
proximity of resonance, the FRF will be dominated 
by that vibration mode and the contributions of other 
vibration modes can be neglected. Based on this 
assumption, the FRF from a real structure with Multi 
Degree Of Freedom (MDOF) can be considered as a 
FRF from a SDOF system [31, 17]. Moreover, the 
peak-picking method can be utilized to identify the 
frames natural frequencies, since this method is able 
to search for peaks by stepping through the CMIF 
curves, and when the curves have reached a 
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maximum, it will indicate a new frequency by 
utilizing the following equation: 

peakrCM ωωω =⇒
max)(  

where ω represents the identified natural frequency 
for the mode number r. After that, the search for the 
next peak corresponding for the next mode will start 
and so on. Thus, the method will take into accounts 
the damage influenced by higher vibration modes. 

According to [13] the CMIF curves were 
normalized so that their magnitudes at zero 
frequencies are unity. Thus, the values of modal 
damping will be determined from the normalized 
CMIF curves denoted as: 
CM(nor) = CM=CM(ω=1) 
 
2.2. Transfer function estimation 

In this subsection, the transfer function in terms 
of the magnitude and the derivation of the 
amplification factor, utilized for modal damping 
calculations are presented. Based on the assumption 
of applicability of the SDOF behaviour [31, 17] 
mentioned in the previous subsection, and according 
to Newton's second law, the time domain equation 
of motion for a single degree of freedom system can 
be given by [11]: 
 )()()()( tftKxtxCtxM =++ &&&   (6) 
where M, C, and K represent the mass, damping, and 
stiffness values correspondingly, while )(tx&& , )(tx& , 
and x(t) represent the acceleration, velocity, and 
displacement and the excitation force is f(t). The 
equivalent frequency domain equation of motion can 
be obtained using the Laplace transform of Eq.(6) 
assuming all initial conditions are zero [9]: 
 )()(][ 2 sFsXKCsMs =++   (7) 

Where X(s) is the displacement Laplace 
transform and F(s) is the force Laplace transform, 
while Eq. (7) can be rearranged as: 

 ⎥⎦
⎤

⎢⎣
⎡

++
==

KCsMssF
sXsH 2

1
)(
)()(  

The transfer function H(s) is a complex valued, 
so it has two parts; a magnitude and a phase. The 
Frequency Response Function (FRF) can be 
obtained by substituting the values of the transfer 
function along the frequency axis (jω-axis) as in the 
sequel [19]: 

⎥
⎦

⎤
⎢
⎣

⎡
++−

=⎥
⎦

⎤
⎢
⎣

⎡
++−

=

==

MKMCj
M

KCjM
Hor

HsH js

//
/11)]([

)],([)]([

22 ωωωω
ω

ωω

      (8) 
According to [11], C/M=2ξωn where ωn is the 

natural frequency (radians/sec), and ξ is the damping 
ratio, while (8) becomes: 

⎥
⎦

⎤
⎢
⎣

⎡
++−

= 22 2
1/1)]([

nnj
MH

ωξωωω
ω  

which can be formulated as: 

 ( ) ( )
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 (9) 

Substituting for KM n /2ω=  [11] in Eq.(9) yields 
the transfer function in terms of the magnitude: 

 
( ) ( ) ⎥

⎥

⎦

⎤

⎢
⎢

⎣

⎡

+−
=

2222

2

2
]/1[)]([

nn

n

j
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ξωωωω

ωω  (10) 

 
2.3. Modal parameters estimation 

In the presented work, the Magnification-Factor 
method was utilized to calculate the modal damping. 
According to this method, the peak value for the 
magnitude of the frequency response function 
happens when the denominator of Eq.(10) is 
minimum [13] or the derivative of Eq.(10) is set to 
zero as shown below: 

 ( )[ ] 04 222222 =+− ωωξωω
ω nd
d   (11) 

The solution of Eq.(11) for ω, is called the 
resonant frequency ωr and is being calculated by: 

  nr ωξω 221−=  (12) 
Finally, substituting Eq.(12) in Eq.(10) gives the 

magnitude of the frequency response function at the 
resonant frequency given in the sequel, which is 
called the amplification factor Q. 
 

212

1

ξξ −
=Q  (13) 

The phases part, previously described in section 
(2.1), will be used to plot the mode shapes (PHZ) of 
the frame. 

 
3. SIMULATION RESULTS 

In the current research, a regular building's steel 
frame has been utilized as a case study. The frame is 
for a ten story bench mark building 45.75m by 
45.75m in plan and 40.82m in elevation with one 
underground level. This bench mark building was 
proposed and designed by the SAC project for the 
Los Angeles, USA [35]. The lateral load-resisting 
system is composed from four steel perimeter 
moment-resisting frames. The bays are 9.15 m on 
center, in both directions. 

The floor-to-floor height is 3.65 m for the 
underground floor, 5.49 m for the ground floor and 
3.96 m for the remaining eight stories. Figure 3 
shows the building elevation. The lumped seismic 
mass for each story was applied at the center of each 
level. 

Table 1 displays seismic masses for each story 
and the steel sections used for the beams and 
columns. In this Table 1, the code W(×ωt) refers to 
the nominal size of wide flange structural steel 
section with, I or H shape. The nominal depth of the 
section in (inch) is referred by (d), while (wt) refers 
to the section weight per unit length (Ib/ft). The 
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analysis was conducted based on a pinned support 
condition assumption at the bottom of the 
underground floor, which is also prevented from 
side movement as it is shown in Figure 3. 

 
Fig. 3. Building's elevation 

 
Abaqus 6.12 [14] finite-element software was 

utilized to perform the time history analysis for the 
frame. The obtained responses at 110 different 
locations (assumed as a sensors) corresponds to the 
ends of columns and mid of beams were assumed as 
measurements. Quadratic elements types (B22) from 
Abaqus's beam library were used for simulating the 
structural behavior of beams and columns. A 
horizontal ground acceleration in the form of a 
normally distributed Gaussian white noise excitation 
with zero mean and a unitary variance was used to 
excite the model. 
 

Table 1: Sections dimensions and properties of the 
building  

Levels Beams 
Sections 

Columns 
Sections 

Seismic 
mass (kg) 

Ground 
1st 
2nd 
3rd 
4th 
5th 
6th 
7th 
8th 
9th 

W36 × 160 
W36 × 160 
W36 × 160 
W36 × 135 
W36 × 135 
W36 × 135 
W36 × 135 
W30 × 99 
W27 × 84 
W24 × 68 

W14 × 500 
W14 × 500 
W14 × 500 
W14 × 455 
W14 × 455 
W14 × 370 
W14 × 370 
W14 × 283 
W14 × 283 
W14 × 257 

9:65 × 105 

1:01 × 106 

9:89 × 105 

9:89 × 105 

9:89 × 105 
9:89 × 105 
9:89 × 105 
9:89 × 105 
9:89 × 105 
9:00 × 106 

 

The amplitude of the Gaussian white-noise 
signal, in the time domain, was scaled by a factor of 
0.3g. The total simulation time was 60 seconds, with 
a simulation time step of 0.02 seconds. The 
frequency bandwidths of the excitation and of the 
obtained signals have been 25 Hz, which were equal 
to one-half of the sampling frequency. 

The damage in the frame was simulated by 
reducing the Modulus of elasticity E for specific 
columns by 75% of the undamaged ones. The value 
of E for the healthy columns was 203.9 GPa, while 
for the damaged columns was 50.9 GPa. Two 
scenarios were assumed for damages in the frame, 
damage scenario no.1 consist of increasingly 
destroying the columns of the ground floor, while 
for damage scenario no.2, the damage locations were 
changed by destroying column no.1 in a floor, and 
this was repeated for five stories. Table 2 
summarizes the assumed damage scenarios. 

The transfer function of the frame has been 
derived by utilizing the ARMAX parametric model 
and considering the frame as a linear system for all 
measurement points (sensors). Since the orders of 
the ARMAX model were determined by a trial-and-
error process, many trials with different 
combinations of the factors (na, nb, nc, and nk) were 
examined to obtain the highest possible best-fit 
result, which is considered one of the best methods 
to guarantee that the estimated transfer function can  
effectively  describe the dynamic behavior of the 
system. Thus, the orders of the polynomials na, nb, 
nc, and nk for the healthy, damage scenario no.1, and 
damage scenario no.2 were 40, 40, 40, 1, 42, 42, 42, 
1 and 40, 40, 40, 1 respectively. To validate the 
correctness of the estimated models, the Matlab 
best-fit method has been implemented. Fig. 4 
displays the best-fit results, which clearly prove the 
efficiency of the estimated models and their 
suitability for further usage. 

 

 
Fig. 4. Efficiency of estimated ARMAX models in 
term of Best-Fit results 

 
Table 2: Frame damage scenarios 
Damage Scenario No.1 Damage Scenario No.2 
C0: No damage case  
C1: Col. No.1 - ground floor  
C2: Cols. No.(1 & 2) - ground floor  
C3: Cols. No.(1 & 2 & 3) - ground floor  
C4: Cols. No.(1 & 2 & 3 & 4) - ground floor  
C5: Cols. No.(1 & 2 & 3 & 4 & 5) - ground floor  
C6: Cols. No.(1 & 2 & 3 & 4 & 5 & 6) - ground floor 

C0: No damage case 
C1: Col. No.1 - ground floor 
C2: Col. No.1 - 1st floor 
C3: Col. No.1 - 2nd floor 
C4: Col. No.1 - 3rd floor 
C5: Col. No.1 - 4th floor 
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3.1. Frequency 
The identified frequencies for all cases of 

damage scenarios are presented in the CMIF curves 
of Figure 5 and Figure 6. The present work has been 
restricted to investigate the first five modes. The first 
five frame natural frequencies, obtained from 
Abaqus's frequency analysis and based on the frame 
mathematical model are: 0.4428, 1.1798, 2.0314, 
3.0493 and 4.1986 Hz. The first five identified 
natural frequencies, based on the assumed 
measurements, for the healthy case of the frame are: 
0.379, 1.14, 2.02, 3.03 and 4.17 Hz, which are very 
close to the frame natural frequencies obtained from 
Abaqus's frequency analysis. 

As it has been depicted in Figures 5 and 6, the 
comparison between the identified natural 
frequencies clearly indicated the existence of 
damage due to the sharp increase in the amplitudes 
(resonance) of the CMIF curves. For the damage 
scenario no.1, it is obvious from Figure 7 that the 
increase of damage caused a decrease (shift) in 
natural frequencies, while the change in damage 
locations for damage scenario no.2 did not affect the 
resonances absolutely as it was depicted in Figure 8. 
There are two possible reasons to explain the failure 
of the proposed damage identification procedure for 
damage detection of damage scenario no.2. Firstly, 
due to the professional design of this bench mark 
building, the redistribution of the stresses and forces 
in the frame overcome the damage. In this case, the 
different members of the frame worked  effectively  
to compensate for the deficiency of the frame in 
resisting the excitation due to the damage existence 
at a specific member and at a specific floor. 
Secondly, the level of damage for scenario no.2 is 
not so large to be identified by the frequency's 
changes method. 

 
Fig. 5. Comparison of CMIF curves estimated from 

the mobility matrix (H) for all damage cases of 
damage scenario no. 1 

 
Fig. 6. Comparison of CMIF curves estimated from 

the mobility matrix (H) for all damage cases of 
damage scenario no. 2 

 
3.2. Damping 

The damage in the frame can also be identified 
from the amplitudes of vibrations of CMIF curves. 
The amplitudes of vibrations of the damage 
scenarios no.1 and no.2 are shown in Figure 9 and 
10 respectively, where it is clearly indicated an 
increase in the vibration amplitudes as a general 
trend. This indicates also that the damping effects 
are considerably decreased so that the amplitude can 
increase.  

In order to find the values of modal damping, the 
CMIF curves were normalized so that their 
magnitudes at zero frequencies are unity. 
Afterwards, the modal damping values were 
calculated using Eq. (13). The results of the damage 
scenarios no.1 are depicted in Figure 11. It is 
obvious that the general trend (apart of mode 3) is a 
decrease in the modal damping. The reader should 
distinguish between modal damping and the overall 
damping of the structure, which exhibit marked non-
linearity, for more details see [12, 38]. This decrease 
in modal damping reflects the increase in the 
damage's size of the frame and it was vanished for 
some frequencies of damage cases C4, C5, C6 and 
C7. In the case of the damage scenario no.2, Figure 
12 shows that there is a slight increase in the modal 
damping for the first two vibration modes, while 
there is a clear decrease in modal damping for the 
higher modes. It can be concluded that the general 
trend for vibration amplitudes and modal damping 
can be considered as an index for detecting the 
increase or decrease in the damage size, but this 
effect will not provide any further information about 
damage locations. 
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Fig. 7. The 1st five natural frequencies identified in 

the damage scenario no. 1 

 
Fig. 8. The 1st five natural frequencies identified in 

the damage scenario no.2 

 
Fig. 9. Amplitudes of identified natural frequencies 

for the damage scenario no. 1 

 
Fig. 10. Amplitudes of identified natural frequencies 

for the damage scenario no. 2 

 
Fig. 11. Modal damping for the damage scenario 

no.1 

 
Fig. 12. Modal damping for the damage scenario 

no. 2 



DIAGNOSTYKA, Vol. 17, No. 3 (2016)  
SAAED, NIKOLAKOPOULOS: Identification of building damage using ARMAX model: A parametric study 

 

11

 
Fig. 13. Vibration mode shapes of the frame in the case of damage scenario no. 1 

 
3.3. Modes Shapes 

Fig. 13 and 14 depict the first two mode shapes 
of the frame for each damage case of damage 
scenario no.1 as they were identified from the 
measurements. Visual inspection for these modes 
shapes reveals the locations of damage in the frame. 
Clearly, the deformed shape of the beams at the first 
floor level (assumed damage locations) tends to be 
more flattening as the damage increases from case 
C0 to case C6 for the two mode shapes. In other 
words, it is possible to expect damage locations at 
the points (sensors) where the difference in the 
phase is the least (for successive different 
monitoring cases). For the damage scenario no.2, 
shown in Fig. 15 and Fig. 16, even that it looks that 
the points of assumed damage have the least 
differences in the phase, it is difficult to specify 
damage locations exactly due to the small damage 
size in each floor. 
 
4. CONCLUSIONS 

In this article, the Auto-Regressive Moving 
Average with eXternal input ARMAX model was 

successfully utilized for the construction of FRF, 
based on Abaqus's simulation results. The identified 
frame's natural frequencies were very close to the 
theoretical ones obtained from Abaqus's frequency 
analysis. Sharp increases in the amplitudes of the 
CMIF curves revealed the existence of damage in 
the frame. Furthermore, it can be concluded that the 
general trend for vibration amplitudes and modal 
damping can be considered as an index for detecting 
the increase or decrease in the damage size, but it is 
not able to give any information about damage 
locations, while visual inspection for modes shapes 
reveals the locations of damage in the frame. 
In the future, the authors are planning for further 
development and evaluation of the proposed 
methodology to include the detection of damage up 
to levels 3 and 4. One recognizable drawback is that 
this method does not manage closely spaced modes, 
while it is possible to expect damage locations at the 
points (sensors) where the difference in the phase is 
the least (for successive different monitoring cases).
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Fig. 14. Vibration mode shapes of the frame in the case of damage scenario no. 1 

 
Fig. 15. Vibration mode shapes of the frame in the case of damage scenario no. 2 
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Fig. 16. Vibration mode shapes of the frame in the case of damage scenario no. 2 
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